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ABSTRACT

The realization of robot learning ability that is the equal of its human counterpart is

one of the dreams of robotics researchers. Although the realization of such ability in a

general setting is quite difficult, this paper describes how, by limiting the scope of the

robot’s assembly tasks and proposes, we propose to design and develop such a learning

robot. First, the robot uses computer vision to observe a human performance; next, the

robot learns to understand the human performance by the use of symbolic representations

called “task-models”. Those task models are then converted into “sub-skills”, group of

operations executable by the robot. Through the execution of a sequence of sub-skills, the

robot can robustly perform the same tasks performed by the human demonstrator. We

have implemented such ability in our robot test-bed and demonstrated its effectiveness.
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Chapter 1

Introduction

Several methods for trying a robot to acquire human hand actions have been pro-

posed. Teach pendant and tele-operation are methods to do by giving a robot the

path of a manipulator through easy means. In the methods, because a manipulator

of a robot moves only along the given path, a manipulator needs to have a high

degree of rigidity and excellent position control ability, and the environment must

be fixed. So, for industrial use, those conditions are satisfied, and thus it is better

selection for robot execution.

Path planning method has proposed as an enhancement of these methods. In the

method, we give only the goal of the task; a robot then plans the manipulation

path automatically. [17] proposed the notion of the configuration space(c-space).

Using c-space, we can plan the manipulation path without depending on shapes of

objects. But it is very difficult to treat c-space; in reality, we can plan the path in

planar case only. Now, however, a method for overcoming this problem by using

randomized algorithm has been proposed in [16].

Generally speaking, the path planning method can be used only in an ideal situation

as mentioned above. But real world situations change dynamically and do not

continue to maintain ideal situations. Because assembly tasks, in particular, need

precise position control, that is the serious problem. In this paper, we propose the

method to solve this problem.

In assembly tasks, the transition between contact relations is very important. To

achieve good transitions, we need to solve the following subproblems:
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1. How do we obtain the possible transitions of contact relations?

2. How do we select the better transitions?

3. How do we move an object for realizing the aimed transitions?

4. How do we recover execution errors?

In [10], a method for solving the first problem, obtaining the possible transitions,is

proposed. The method solves efficiently using the notion of limit angle. But it is

difficult to compute a limit angle.

In [11], a method for the solving the problem of selecting the better transitions is

proposed. The method solves by subtracting a motion degree of freedom(DOF). A

recent paper[12] proposed a method to select the better transition between contact

relations with the same DOF.

In [14], a method for solving the problem of realizing the aimed translations is

proposed. The method formulates an object motion maintaining or detaching

contact elements composed of the contact relation. Though the solution region of

the formulation represents an possible movement, this method is proposed selecting

more robust movement, too. For using the c-space analysis, this method applies in

planar cases only. [15] [16] proposed in 3D cases using a randomized algorithm.

Several methods to overcome the fourth problem, recovering execution errors, by

using force control and force feedback have been proposed. Those methods are

roughly divided into impedance control and force/position hybrid control. Impedance

control [34] [35] [36] enables a robot to move flexibly by controlling the rigidity of

a manipulator, although, in pure position control, it is infinite. Force/position hy-

brid control [37] is the method to apply to position or force control to each DOF.

Though the two methods enable a robot to perform assembly tasks robustly, it is

difficult to implement the robot program to perform aimed tasks, and an excellent

programmer and a long develop span are needed.

A high performance system for acquiring human hand actions needs to integrate

those methods. In this paper, we would like to propose such an integration method.
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1.1 Acquiring knowledge

The successful design and development of robots with learning abilities equivalent

to those of humans is the dream of robot researchers. Because excellent program-

ming skills are required to provide the robots with motion skills, the robots can be

regarded as being only tools, tools that are difficult to use very well. How then,

can robots acquire skills that are the equivalent of human skills? Unlike humans,

robots do not have an innate ability for acquiring knowledge. It is true that humans

have only the most elementary skills, e.g., sucking and swallowing; however, they

acquire more complex skills by receiving external impulses. Based on this fact, the

assembly plan from observation (APO) system was proposed[1] [2] [3]. The goal

of the APO system is to design and develop robots that can acquire the ability to

perform assembly tasks., an ability that equals the ability of humans to perform

those same tasks.

We believe that humans obtain various knowledge of actions mainly from obser-

vation. Using symbolic representation, we recognize and memorize observation

data using symbolic representation. We perform the action by converting symbolic

representation to real motion. By repeating the actions, we improve our ability.

In the APO system, the robot can obtain various pieces of information from ob-

servation. The robot can recognize and memorize by using essential operations for

assembly tasks referred as to sub-skill. The sub-skill is a symbolic representation

in assembly tasks. The robot performs the action by a proper sub-skill execution

with proper parameters. Though in the first attempt of the assembly task, the

robot may decide the proper parameters, it may be able to make further progress

by controlling the parameters.

The previous APO system could not completely realize the mimicking of the human

learning system. In this paper, we propose a method to realize better mimicking,

although it does not provide the robot with the ability for making progress.
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1.2 Thesis outline

In Chapter 2, we describe how to recognize and memorize assembly tasks. In

this chapter, we present essential sub-skills. In Chapter 3, we describe the robot

vision system. Our robot vision system is more robust to observation errors using

contact relations and their transitions. In Chapter 4, we describe the robot itself.

In Chapter 5, we describe the implementation of sub-skills. In Chapter 6, we

describes the experiment and the result. Finally, in Chapter 7, we present our

conclusions about our work
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Chapter 2

Recognizing assembly tasks

The goal of assembly tasks is to achieve transitions of contact relations. Because

infinite contact relations and their transitions exist, in order to recognize assem-

bly tasks, we need to analyze contact relations and their transitions. First, we

introduce the screw theory and six types of degrees of freedom(DOF) for analyzing

contact relations. Next, we propose the analysis of those transitions from possible

transitions of six types of DOFs. In this paper, we assume that an object is poly-

hedral and rigid, and that only one object grasped by a hand or a manipulator

(referred as to a grasping object) is allowed to move.

2.1 Configuration space

Analysis of contact relations is necessary for recognizing assembly tasks. Because a

possible motion is decided by, and closely related to, a contact relation, we analyze

the contact relation from possible motion in this situation. The object configura-

tion has six DOFs (three DOFs in translation and three DOFs in rotation). The

coordinator with six axes that correspond to six DOFs (referred as c-space)[17]

[18], can be divided into two types of regions. One is the possible object configu-

ration region and the other is the impossible (for example, when one object sticks

to another). The region composed of an impossible object configuration is called

c-obstacle and the surface of the region is called c-surface. For an example, but

in the planar motion (two DOFs in translation and one DOF in rotation) case, in
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a c-space, a possible configuration of a rectangular object as shown to the left in

Figure 2.1 is shown to the right in Figure 2.1.

Figure 2.1: C-space

Using c-space, we can analyze a possible motion without regard to the shape of

objects. Though computing c-surface and c-obstacle is very difficult (NP-complete

problem), the use of the screw theory makes it very easy to compute local c-surface

and c-obstacle representing impossible infinitesimal motion.

2.2 Screw theory

The screw theory is a convenient concept for representing three dimensional rigid

body displacement[19]. Any rigid body displacement can be accomplished by a

rotation about a unique axis and a translation along the same axis. The combined

motion is called a screw displacement or twist. The axis is referred to as the screw

axis, and the ratio of the translation to the rotation is designated as the pitch of

the screw. The amount of rotation about the screw axis is called the amplitude of

the screw.

A screw S is represented mathematically by two 3D vectors, [S0, S1]. S0 is the

direction of the screw axis and S1 = P × S0 + pS0. The vector P × S0 is the

6



Figure 2.2: Screw representation

moment of the screw axis about the origin, P is a vector to the screw axis from

the origin and the scalar p is the pitch of the screw. For pure rotations, the pitch

p = 0, and the screw S will be [S0, P × S0]. For pure translations, the pitch p is

infinity, so the screw S will be [0, S0].

T

S

A

B

Figure 2.3: one object is contact with another

Consider two bodies in contact as shown in Figure 2.3. Let screw S=(s1, s2, s3, s4,

s5, s6) represent the line of contact in 3D space and screw T=(t1, t2, t3, t4, t5, t6)

represent the displacement of one object with respect to the other. Any screw T

that can cause the sliding of object B on object A is called a reciprocal screw and

is related to S by the equation (2.1).

s1t4 + s2t5 + s3t6 + s4t1 + s5t2 + s6t3 = 0 (2.1)
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Any screw T that can cause the detaching of object B from object A is called a

repelling screw and is related to S by the inequality (2.2).

s1t4 + s2t5 + s3t6 + s4t1 + s5t2 + s6t30 (2.2)

Thus, the relation that defines the feasible set of legal motions which do not violate

the contact(sliding and repelling) can be written as the inequality (2.3).

s1t4 + s2t5 + s3t6 + s4t1 + s5t2 + s6t3 ≥ 0 (2.3)

2.3 Possible motion in screw theory

A contact relation is represented as the combination of contacts between vertex,

edge, and face as shown in Figure 2.4. First, we would like to mention the method

for representing an infinitesimal possible motion by the inequality in a single contact

case using screw theory. Next, we would like to mention the method in a multiple

contact case.

face-face face-edge face-vertex

edge-face edge-edge edge-vertex

vertex-face vertex-edge vertex-vertex

Figure 2.4: Nine kinds of contacts
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2.3.1 Single contact

Vertex-face contact

In the vertex-face contact case as shown in Figure 2.5, the inequality (2.4) repre-

sents the possible infinitesimal motion of a grasping object in the screw represen-

tation, where T0 = (t1, t2, t3) and T1 = (t4, t5, t6).

n · T1 + (p × n) · T0 ≥ 0 (2.4)

Figure 2.5: Vertex-face contact

Face-vertex contact

In the face-vertex contact case as shown in Figure 2.6, the inequality (2.5) repre-

sents the possible infinitesimal motion of a grasping object in the screw represen-

tation.

−n · T1 − (p × n) · T0 ≥ 0 (2.5)

Figure 2.6: Face-vertex contact

Edge-edge contact

In the non-parallel edge-edge contact case as shown in Figure 2.7, the inequality

(2.6) represents the possible infinitesimal motion of a grasping object in the screw

9



representation, where n = ± e1×e2

|e1×e2|
and the direction of the vector n is out to a

grasping object.

n · T1 + (p × n) · T0 ≥ 0 (2.6)

Figure 2.7: Non-parallel edge-edge contact

In the parallel edge-edge contact case as shown in Figure 2.8, the possible infinites-

imal motion cannot be represented by the method mentioned above. But with

regard to the parallel edge-edge contact as some vertex-face and face-vertex con-

tacts, it can be represented. From this point, we will assume that an edge-edge

contact means a non-parallel edge-edge contact.

Figure 2.8: Parallel edge-edge contact

Another contact

Consider the edge-face contact case as shown to the left in Figure 2.9. The edge-

face contact can be represented as the combination of finite vertex-face contacts,

because the possible motion in the edge-face contact case as shown to the left in

Figure 2.9 is equal to in the two vertex-face contacts case as shown to the right in

Figure 2.9.

Other contacts can be represented as the combination of finite vertex-face, face-

vertex, and edge-edge contact. So all contact relations can be represented in the

screw representation using the method mentioned later. From now on, we will
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Figure 2.9: Face-face contact

assume that a contact relation is represented as the combination of three finite

kinds of contacts.

2.3.2 Multiple contact

In a multiple contact case, a possible infinitesimal motion can be represented as

a simultaneous inequalities (2.7), where n is the number of contacts and each

equation represents one of the combinations of contacts.











a11 · · · a16

...
. . .

...

an1 · · · an6





















t1
...

t6











≥











0
...

0











(2.7)

2.4 Motion DOFs

The previous APO system[1] divides a translation DOF into three types as follows:

(Show in Figure 2.10)

Maintaining DOF A maintaining DOF is the DOF in which an object translates

maintaining the contact relation.

Detaching DOF A detaching DOF is the DOF in which an object translates

detaching the contact relation.

Constraining DOF A constraining DOF is the DOF in which an object cannot

translate.

This paper treats the motion of an object not only as a translation, but also as a

rotation. So we define three types of rotation DOFs as follows:
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Figure 2.10: Three types of motion DOFs: maintaining, detaching, and constrain-

ing DOFs

Maintaining DOF A maintaining DOF is the DOF of the direction of a rotation

axis1 around which an object rotates maintaining contact relations.

Detaching DOF A detaching DOF is the DOF of the direction of a rotation axis

around which an object rotates detaching contact relations.

Constraining DOF A constraining DOF is the DOF of the direction of a rotation

axis around which an object cannot rotate.

2.5 Analyzing contact relations

In the previous section, we defined six types of motion DOFs for analyzing contact

relations. Now, we would like to propose the method to compute those from a con-

tact relation. First, we need to compute the possible infinitesimal motion from the

equation 2.7. So we here introduce the tool for computing simultaneous inequali-

ties, the theory of polyhedral convex cones[20]. Next, we propose the algorithm for

computing motion DOFs.

1A motion in 3D space has six DOFs, and a translation has three DOFs. So we regard the

remaining DOFs as rotation DOFs. But, because a translation is a rotation when an axis is

infinitely far away, we use the DOF of the direction a rotation axis.
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2.5.1 The theory of polyhedral convex cones(PCC)

Consider the system of m linear inequalities AX ≥ 0 shown in inequalities (2.8).

X is a n-dimensional vector. The solution space of X, denoted by A∗ is called a

polyhedral convex cone[20].











a11 · · · a1n

. . .

am1 · · · amn





















x1

...

xn











≥











0
...

0











(2.8)

For examining a PCC, we turn first to the face-structure of the PCC A∗ =

{X|A1X ≥ 0, · · · , ApX ≥ 0}. To each subset H (which may be the null set ∅)

of the indices 1, · · · ,p there corresponds a subset FH of A∗ defined by the condi-

tions AhX0 for each h in H, AhX = 0 for each h not in H. FH is the (open) face

of A∗ corresponding to H. Since H can be chosen in 2p possible ways, and since

non-vacuous faces corresponding to distinct subsets of indices are clearly disjoint,

we see that A∗ is partitioned into 2p faces, some of which may be vacuous. If F H is

not vacuous, then it is the intersection FH = OH ∩LH of the (open) set OH of all

vectors X satisfying AhX0 for each h in H and the linear subspace LH consisting

of all vectors X satisfying AhX = 0 for each h not in H. The dimension dH of LH

is given by dH = n− rH , where rH is the maximal number of linearly independent

equations in the system of equations determining LH . We say that FH is a face of

dimension dH .

2.5.2 The algorithm for computing motion DOFs

Let simultaneous inequality as shown in the equation (2.7) be given. The possible

solution region represents how an object can move. In the result of the theory

of polyhedral convex cones, we can analyze the solution region by the range of

the dimension of the face of PCC. First, We would like to propose the method

to compute the range of the dimension of faces of PCC. Next, we would like to

compute motion DOFs using that.
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The method to compute the range of the dimension of faces of PCC

For analyzing simultaneous inequalities, we need to compute the range of the di-

mension of faces of PCC. First, the simultaneous inequalities(2.8) can be trans-

formed to the equivalent simultaneous equalities(2.9) using non-negative variables.











a11 · · · a1n

...
. . .

...

am1 · · · amn





















x1

...

xn











=











u1

...

um











(∀i, ui ≥ 0) (2.9)

Next, the following algorithm is applied:

1. Searching for a combination of rows which are not independent.

2. Obtaining the equation as shown in the equation (2.10) including only ui by

erasing x1, . . ., and xn from the combination.

c1ui1 + · · · + cluil = 0 (2.10)

3. Solving ui1 = · · · = uim = 0, when ∀k, ck0 or uik = 0, or ∀k, ck < 0 or uik = 0.

4. Repeating Steps 1 to 3 until the number of the elements which ui = 0 gets

does not increase.

Then, the equalities composed of the simultaneous equalities (2.9) are divided into

two types of equalities; one is the equality in which ui = 0 referred as to equality-

part, and the other is the equality in which ui ≥ 0 referred as to inequality-part. In

short, we obtain optimal simultaneous equalities and inequalities (2.11) with the

same solution region.

BX = 0 CX ≥ 0 (2.11)

Since if ∃i, {i ∈ H|ui = 0}, FH is vacuous, the range of the dimension of faces of

PCC is from m− rall(i.e. H = ∅) to 6 − req(i.e. ui ≥ 0 ⇔ i ∈ H), where rall is the

rank of the matrix





B

C



 and req is the rank of the matrix B.
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Computing translation DOFs

For computing motion DOFs, we need to determine how a object can translate and

rotate. In order to determine possible translation, we need to compute the solu-

tion region of simultaneous inequalities(2.12), because the vector [0, S1] represents

translation in the screw representation.











a14 a15 a16

...

an4 an5 an6





















t4

t5

t6











≥











0
...

0











(2.12)

We determine translation DOFs from the rank and the range of the dimension of

faces of PCC using Table 2.1.

Table 2.1: Translation DOFs

the dimension

rank of faces maintaining detaching constraining

of PCC

0 {3} 3 0 0

1 {2} 2 0 1

{2,3} 2 1 0

{1} 1 0 2

2 {1,2} 1 1 1

{1,2,3} 1 2 0

{0} 0 0 3

3 {0,1} 0 1 2

{0,1,2} 0 2 1

{0,1,2,3} 0 3 0

Computing rotation DOFs

Since the simultaneous inequalities(2.7) represent the infinitesimal possible motion

including translation and rotation, it is difficult to compute rotation DOFs only.

First, we compute all motion DOFs using Table 2.2.
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Table 2.2: Translation DOFs

the dimension

rank of faces maintaining detaching constraining

of PCC

0 {6} 6 0 0

1 {5} 5 0 1

{5,6} 5 1 0

{4} 4 0 2

2 {4,5} 4 1 1

{4,5,6} 4 2 0

{3} 3 0 3

3 {3,4} 3 1 2

{3,4,5} 3 2 1

{3,4,5,6} 3 3 0

{2} 2 0 4

{2,3} 2 1 3

4 {2,3,4} 2 2 2

{2,3,4,5} 2 3 1

{2,3,4,5,6} 2 4 0

{1} 1 0 5

{1,2} 1 1 4

5 {1,2,3} 1 2 3

{1,2,3,4} 1 3 2

{1,2,3,4,5} 1 4 1

{1,2,3,4,5,6} 1 5 0

{0} 0 0 6

{0,1} 0 1 5

{0,1,2} 0 2 4

6 {0,1,2,3} 0 3 3

{0,1,2,3,4} 0 4 2

{0,1,2,3,4,5} 0 5 1

{0,1,2,3,4,5,6} 0 6 0
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Next, we analyze with regard to the rotation axis. Rotation axes are divided into

three types as follows: (shown in Figure 2.11)

• Rotating both clockwise and counter-clockwise around an axis (referred as

to type 1 axis).

• Rotating either clockwise or counter-clockwise around an axis (referred as to

type 2 axis).

• Not rotating around an axis (referred as to type 3 axis).

Figure 2.11: Definition of three types of axes

First, the simultaneous inequality(2.7) is transformed into the equivalent simulta-

neous equality(2.13) using non-negative variables.











a14 a15 a16

...

an4 an5 an6





















t4

t5

t6











=











u1

...

um











−











a11 a12 a13

...

an1 an2 an3





















t1

t2

t3











(2.13)

(∀i, ui ≥ 0)











a14 a15 a16

...

an4 an5 an6











is denoted by Ar

Next, the below algorithm is applied:

1. Solving u1, · · · , um using the algorithm mentioned above.

17



Table 2.3: the axis DOFs

the dimension

rank of faces Type 1 axis Type 2 axis Type 3 axis

of PCC

0 {3} 3 0 0

1 {2} 2 0 1

{2,3} 2 1 0

{1} 1 0 2

2 {1,2} 1 1 1

{1,2,3} 1 2 0

{0} 0 0 3

3 {0,1} 0 1 2

{0,1,2} 0 2 1

{0,1,2,3} 0 3 0

2. Searching a combination of rows of matrix Ar which are not independent.

3. Obtaining the equality (2.14) including only ui, t1, t2 and t3 by erasing t4, t5,

and t6 from the combination.

d1t1 + d2t2 + d3t3 = c1ui1 + · · · + cluil (2.14)

4. Memorizing the inequality d1t1 + d2t2 + d3t3 ≥ 0, if ∀k, ck0 or uik = 0.

5. Memorizing the inequality −d1t1−d2t2−d3t3 ≥ 0, if ∀k, ck < 0 or uik = 0.

6. Repeating Steps 2 to 5 until a new inequality is not memorized.

The simultaneous inequalities composed of memorized inequalities represent the

possible axis direction. Applying the theory of PCC, axis direction DOFs can be

divided into the three types mentioned above using Table 2.3.

Finally, a rotation DOF can be computed using the equation(2.15), where mt and

ma represent the numbers of maintaining DOFs in translation and all motion,
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mr, dr, and cr represent the numbers of maintaining, detaching, and constraining

DOFs in rotation, ax3 represents the numbers of DOFs of the type 3 axis.

mr = ma − mt

dr = 3 − mr − cr

cr = ax3 (2.15)

2.6 Singular contact

Consider the case as shown in Figure 2.12. The infinitesimal possible motion

computed by the method mentioned above is not correct, because the region of

the possible motion near a present object configuration in c-space is not convex;

rather, it is concave. So it is impossible to represent the motion in a simultaneous

inequalities.

Figure 2.12: Singular contact relation

We should classify contact relations into the singular contact relations and the

non-singular contact relations. First, we draw the condition of a singular contact

relation. Next, we propose the analysis method for it.

2.6.1 Condition of a singular contact relation

In a singular contact relation, it is satisfied that the region of the possible configu-

ration near a present object configuration is concave in c-space. That means that

the convex vertex is in contact with the convex vertex or edge. In short, the contact

elements composed of a contact relation include two kinds of contacts referred as

to singular contact as shown in Figure 2.13.
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Figure 2.13: Two types of singular contacts

2.6.2 Possible infinitesimal motion in singular contact relations

For the analysis, we need to formulate a possible infinitesimal motion. Using a

richer representation than simultaneous inequalities enables us to do so as follows:

Single singular contact

Two convex vertices contact

In the two convex vertices contact case as shown to the left in Figure 2.13, the

contact relation is composed of some vertex-face contacts. When A1T ≥ 0, · · ·, and

AnT ≥ 0 represent corresponding single contacts in the screw representation, where

n is the number of composed contacts, Ai is a 1 × 6 matrix, and T =t (t1, · · · , t6),

the possible infinitesimal motion can be formulated as shown in the equation (2.16).

A1T ≥ 0 or · · · or AnT ≥ 0 (2.16)

Convex vertex-convex edge contact

In the convex vertex-convex edge contact case as shown to the right in Figure 2.13,

the contact relation is composed of two vertex-face contacts. When A1T ≥ 0 and

A2T ≥ 0 represent corresponding single contacts in the screw representation, the

infinitesimal possible motion can be formulated as shown in the equation (2.17).

A1T ≥ 0 or A2T ≥ 0 (2.17)
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All singular contact relations

All singular contact relations can be represented as the equation (2.18).

(

⋂

i

AiT ≥ 0

)

⋂





⋂

i

⋃

j

BijT ≥ 0



 (2.18)

2.6.3 Analyzing singular contact relations

In the singular contact relation case, we apply the non-singular analysis method

to the contact relation removing singular contacts from original singular contact

relation. In short, given the equation (2.18) representing the singular contact

relation, we apply the non-singular analysis method to the simultaneous inequality

as shown the equation (2.19).
⋂

i

AiT ≥ 0 (2.19)

In this case, the DOFs are referred as to singular maintaining, singular detaching,

and singular constraining DOFs..

2.7 Analyzing transitions of DOFs

Transitions of contact relations leads transitions of motion DOF of a grasping

object. For existing six kinds of DOFs – maintaining, detaching, constraining,

singular maintaining, singular detaching, and singular constraining – there is the

possibility that 6C2 = 15 transitions exist.

Now, assuming not to exist the motion maintaining singular contact2, 3C2 = 3 tran-

sitions between singular maintaining, singular detaching, and singular constraining

can be removed.

Next, considering the case of transitions, maintaining or detaching to (singular)

constraining, the entrance DOF, singular maintaining or singular detaching, exists

between these transitions as shown in Figure 2.14. Therefore, these transitions are

impossible..

2In this paper, our subgoal is to recognize human assembly tasks, and a human avoids the

motion like that in assembly tasks. So we believe that this assumption is proper.
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Figure 2.14: impossible transitions directly

Only eight possible transitions between these six types of DOFs exist as shown in

Figure 2.15. Among these transitions, three transitions – maintaining to detaching,

maintaining to singular maintaining, and maintaining to singular detaching – have

the characteristic that the direction of the motion of an object is the same as the

direction of the changed DOF. We call this type of transitions class 1 sub-skills.

The other five transitions have the characteristic that the direction of the motion

is different from the direction of the changed DOF. We call this type of transitions

class 2 sub-skills.

Figure 2.15: Possible transitions
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2.8 Sub-skill

2.8.1 Class 1 sub-skill

Maintaining to detaching

The motion as shown in Figure 2.16 leads the transition, maintaining to detaching.

We call these sub-skills make contact in translation and in rotation.

Figure 2.16: Maintaining to detaching

Maintaining to singular maintaining

The motion as shown in Figure 2.17 leads the transition, maintaining to singular

maintaining. We call these sub-skills slide in translation and in rotation.

Figure 2.17: Maintaining to singular maintaining

Maintaining to singular detaching

The motion as shown in Figure 2.18 leads the transition, maintaining to singular

detaching. This motion is like the motion combined with make-contact and slide

and, in the implementation, this motion can be treated as a make-contacts sub-skill.
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Figure 2.18: Maintaining to singular detaching

2.8.2 class 2 sub-skill

Singular maintaining to constraining

The motion as shown in Figure 2.19 causes the transition, singular maintaining to

constraining. Because the transition requires precise control of an object configu-

ration, it is very subject to error.

Figure 2.19: Singular maintaining to constraining

Singular detaching to constraining

The motion as shown in Figure 2.20 causes the transition, singular detaching to

constraining. In this case, because the transition requires precise control, it is also

subject to error. But because there is the supposed DOF, singular detaching (in

this case, we can complete this sub-skill to insert the object pushing below), it is

easier to complete this sub-skill than to complete the sub-skill, singular maintaining

to constraining.

Singular maintaining to detaching

The motion as shown in Figure 2.21 causes the transition, singular maintaining to

detaching. Though it is very difficult to realize the singular contact relation, in

this case this transition is robust to object configuration errors.
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Figure 2.20: Singular detaching to constraining

Figure 2.21: Singular maintaining to detaching

2.9 Assigning sub-skills

We now describe the method for assigning a proper sub-skill from a transition.

The definition of class 1 sub-skills lists the rules for assigning class 1 sub-skill as

follows:

• Assign a make-contact sub-skill in translation (rotation), if the transition,

maintaining to (singular) detaching, occurs in translation (rotation).

• Assign a slide sub-skill in translation (rotation), if the transition, maintaining

to singular maintaining, occurs in translation (rotation).

Although the former rule is correct, the latter rule is not correct. Why?

For example, with regard to the parallel edge-edge contact case as shown in Fig

2.22, the DOF around the edge can be considered to be anot-singular maintaining

DOF in fact, because an object can rotate maintaining the contact relations. So, a

slide sub-skill is assigned the transition; then, maintaining to true singular main-

taining, occurs. An object cannot move maintaining a contact relation in a true

singular maintaining DOF (referred to as a restricted DOF. Of course, a restricted
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Figure 2.22: True singular maintain?

DOF includes a detaching and a constraining DOF. The number of restricted DOFs

is equal to the rank of the matrix (2.20), given the equation (2.18) representing

the possible infinitesimal motion of an object in the screw representation3

[

Ai · · · B11 · · ·
]

(2.20)

And the number of the true singular maintaining DOFs ms can be computed using

the equation (2.21), where d, c, and r are the numbers of the singular detaching,

singular constraining, and restricted DOFs.4

ms = r − c − d (2.21)

The correct rules for assigning for class 1 sub-skills are as follows:

• Assign a make-contact sub-skill in translation (rotation), if the transition,

maintaining to (singular) detaching, occurs in translation (rotation).

• Assign a slide sub-skill in translation (rotation), if the transition, maintaining

to true singular maintaining, occurs in translation (rotation).

The same rules apply for assigning class 2 sub-skills.

3Considering the motion is maintaining a contact relation only, simultaneous equations repre-

senting a possible infinitesimal motion are the same as one in non-singular contact.
4Of source, in non-singular case, r = c + d.
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Chapter 3

Robot Vision System

In this system, 2D and 3D images are obtained by the multi-baseline real time

stereo system. (Shown in Figure 3.1) By processing these images, trajectories of

an grasping object and a configuration of an environmental object are obtained.

In this chapter, we describe the image processing method using this system.

Figure 3.1: Multi-baseline real time stereo system

3.1 Extracting assembly parts

First, we extract assembly parts only. Because the light source changes little during

human assembly tasks, we extract these parts using background subtraction (Shown
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in Figure 3.2).

Figure 3.2: Extracting assembly parts using background subtraction

3.2 Classifying a grasping object and an environmental object

Next, we classify a grasping object and another object referred to as an environ-

mental object. Because an environmental object is fixed, we can divide it into a

grasping and an environmental object as shown in Figure 3.3 from the histogram

of a pixel of a 3D image through a time sequence.

3.3 3D template matching system

Then, we obtain object configurations from those 3D images by using the 3D

template matching system [4], which is a kind of iterative closet point method, but

it can obtain more precise object configuration by weighted least square method.

Figure 3.4 shows obtained object configurations. For errors of vision systems,
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Figure 3.3: Dividing parts into a grasping and an environmental object

we cannot obtain correct object configurations for the screw theory recognition

mentioned above. Fortunately, we can obtain it by using the contact relation that

is more robust to errors of vision system[2].

3.4 Vision error correct

As mentioned above, an obtained object configuration from the robot vision system

includes some errors to prevent the screw theory recognition mentioned above.

These errors need to be corrected. We now describe the method for removing the

errors by using a contact relation represented as a finite combination of vertex-

face, face-vertex, and edge-edge contacts. Generally speaking, it is impossible to

obtain the object configuration satisfying the given contact relation, because that

is the equivalent of solving a non-linear redundant equation. But in this system,

because of obtaining an approximate answer, we can solve this problem by using

the iterative least square method[2]. The problem solving method is as follows:

1. Formulate a condition of an object configuration maintaining each contact.

2. Transform this formula to a linear equation by using Taylor expansion.

3. Solve these simultaneous equations by using the least square method.
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Figure 3.4: 3D template matching system

4. Repeat Steps 1 to 3 until the correct answer is obtained.

3.4.1 Formulation of a condition of a contact

As mentioned above, an object configuration obtained from the robot vision in-

cludes some errors. So we correct the errors by moving the object. When an

object rotates γ, β,and α around z-axis, y-axis, and x-axis, and translate x, y, z

along x-axis, y-axis, and z-axis, a surface normal n and a vertex v move to n′ and

v′ as shown in the equation (3.1).

n′ = Rn

v′ = Rv + T (3.1)

R =











1 0 0

0 cos α − sinα

0 sinα cos α





















cos β 0 sinβ

0 1 0

− sinβ 0 cos β





















cos γ − sin γ 0

sinγ cos γ 0

0 0 1











T =











x

y

z










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Single contact

Vertex-face contact

In the vertex-face contact case as shown in Figure 3.5, a vertex v ′ after error

correction is computed using the equation (3.2).

v′ = Rv + T (3.2)

Because vertex v′ is on the face f , the equation (3.3) is obtained.

∆evf = n · (Rv + T − f) = 0 (3.3)

Figure 3.5: Vertex-face contact

Face-vertex contact

In the face-vertex contact case as shown in Figure 3.6, a vertex f ′ on the face and

a face normal n′ after error correction are computed using the equation (3.4).

n′ = Rn

f ′ = Rf + T (3.4)

Because vertex v is on the face f ′, the equation (3.5) is obtained.

∆efv = Rn · (v − Rf − T )

= Rn · v − n · f − Rn · T = 0 (... tRR = E) (3.5)
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Figure 3.6: Face-vertex contact

Edge-edge contact

In the edge-edge contact case as shown in Figure 3.7, a direction vector e′1 and a

point p′1 on the edge after error correction are computed in Equation 3.6.

e′1 = Re1

p′1 = Rp1 + T (3.6)

Because the edge E1 is IN contact with the edge E2, the equation (3.7) is obtained.

∆eee =
(Re1 × e2) · (p2 − Rp1 − T )

|Re1 × e2|
= 0 (3.7)

Figure 3.7: Edge-edge contact

Multiple contact

In a multiple contact case, simultaneous equations composed of equations corre-

sponding to each single contact represent an satisfied object configuration.
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3.4.2 Taylor Expansion

Applying Taylor Expansion to the equation (3.3), (3.5), and (3.7), the equations

3.8 , 3.9, and 3.10 are obtained, where r =t (α, β, γ) and P = p2−p1+{n·(p2−p1)}n
|e1×e2|

.

∆evf = n · (v − f) − [−tn t(n × v)]





T

r



 (3.8)

∆efv = n · (v − f) − [tn t(v × n)]





T

r



 (3.9)

∆eee = n · (p2 − p1)

− [tn t{p1 × n + (e2 × p) × e1}]





T

r



 (3.10)

All of the equations can be represented in the form as shown in the equation (3.11).

∆e = c − [tatb]





T

r



 (3.11)

3.4.3 Least square method

As mentioned above, we obtained the formulation for vision error correction. Now,

we need to compute the answer satisfying each equation ∆e = 0. Unfortunately, for

approximation by Taylor expansion, the answer may not exist. So, the condition

all ∆e = 0 is transform to the equation (3.12), and we obtain the answer by using

least square method.
∑

(∆e)2 = 0 (3.12)

Because the answer makes the value of the equation (3.12) the smallest, it satisfies

the condition as shown in the equation (3.13), where q =





T

r



 .

∂

∂q

∑

(∆e)2 = 0 (3.13)

We need to solve the equation (3.14), where n is the number of contacts.

∂

∂q

∑

(∆e)2 =
n
∑

i

∂

∂q
(ci − [tai

tbi]q)
2)

=
n
∑

i





ai

bi



 (ci − [tai
tbi]q) = 0
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



n
∑

i





ai

bi



 [tai
tbi]



 q =
n
∑

i

ci





ai

bi



 (3.14)

Because the rank of the matrix
∑n

i





ai

bi



 [tai
tbi] may not be six, the equation

may not be solved by using the inverse matrix. But by using singular value decom-

position method, we can solve it.

Singular value decomposition

Given an m × n matrix A but m ≥ n, singular value decomposition of A is

A = UW tV,

where U is an m× n column-orthogonal matrix, V is an n× n orthogonal matrix,

and W is an n × n diagonal matrix with positive or zero elements.

W = diag(wi)

Now, given the simultaneous equations Ax = b, x and b is a m × 1 matrix, the

answer is

x =t UW ∗V b,

where W ∗ = diag(w∗
i ), w

∗
i =







1/wi (wi 6= 0)

0 (wi = 0)

3.5 Possibility of transition between contact relations

Though we describe the method to correct vision errors using obtained contact

relations, the contact relations obtained under the situation existing vision errors

may include some errors. So we now propose a method to remove those errors

under the assumption that all transitions must be possible.

First, we consider the relationship between possible transitions and the connection

between c-surfaces in c-space, Next, we propose a fast, practical algorithm.
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3.5.1 Possible transitions and connection of c-surface

Consider the transitions between contact relations as shown to the left in Figure

3.8. The arrows represent possible direct transitions between two contact relations.

C-surfaces of corresponding contact relations are shown to the right in the Figure

3.8.

Figure 3.8: Relationship between possible transitions and c-surface

Possible direct transitions exist between two contact relations A and B if, and only

if,

{ai} ∈ c-surface of A and b ∈ c-surface of B, limi→∞{ai} = b

or

{bi} ∈ c-surface of B and a ∈ c-surface of A, limi→∞{bi} = a,

in short, c-surfaces A and B are connected directly each other.
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3.5.2 Fast algorithm for deciding the possibility of a direct transition

As mentioned above, though we can decide whether the transition is possible or not

from the connection between two c-surfaces, treating a c-surface is very difficult.

So we propose a fast practical algorithm.

First, we consider the method to formula a c-surface. The method is as follows:

1. The contact relation is represented as the combination of the vertex-face,

face-vertex, and edge-edge contacts.

2. Each element is represented as the equations (3.3), (3.5), and (3.7), and the

range of an object configuration maintaining each contact is represented as

an inequality.

3. The c-surface is represented as the simultaneous equations obtained.

Notice that the solution region of each contact equation is different from

the others. From this fact, we can learn the next assumption.

Proposition 1 Two c-surfaces with the same DOFs are not directly connected.

Proof If two c-surfaces intersect each other, the contact relations corresponding

to the intersection must exist and contradict to connect directly. We assume two

c-surfaces do not intersect. But a c-surface surrounds another c-surface that has

not the same but different DOFs.

Proposition 2 Given two contact relations A and B, the corresponding c-surfaces

Ca and Cb are not connected directly, if ∃a ∈ A, a 6 inB and ∃b ∈ B, b 6 inA1

Proof Because the DOFs of Ca and Cb are different, we suppose the DOFs of Ca

are less. We assume c-surfaces Ca and Cb are connected. Because the DOFs of Cb

are greater, it is satisfied that {ai} ∈ Ca and b ∈ Cb, limi→∞{ai} = b. Considering

∃p ∈ A, p 6 inB, the contact p is detached while the transition from Ca to Cb. But

1In this paper, a parallel edge-edge contact is represented as the combination of several vertex-

face and face-vertex contacts. Here, a parallel edge-edge contact needs to be represented as the

combination added to the edge-edge contact.
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the solution region of the c-surface maintaining the contact p is a closed set; that

contradicts that {ai} ∈ Ca and b ∈ Cb, limi→∞{ai} = b.

Proposition 3 Given two contact relations A and B satisfying that ∀a ∈ A, a ∈ B,

and the corresponding c-surface Ca and Cb are not connected directly, if constrain-

ing DOFs in contact relation B translate maintaining or detaching DOFs in contact

relation A.

Proof Shown in Figure 2.15

Proposition 3 is a necessary condition, but not a sufficient condition. For example,

considering the transition as shown in Fig 3.9, Proposition 3 is obviously satisfied ,

but it is an impossible direct transition2 But practically, it is no problem, because

this situation does not happen in real assembly tasks.

Figure 3.9: Possible transition?

So given two contact relations A = {a1, · · · , am} and B = {b1, · · · , bn}, the fast

algorithm for deciding if the direct transition exists is as follows:

2In this case, it is a mistake to represent assembly tasks based on the mere contact relation.
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int i,j,check;

// From Proposition 1 and 2

if (m == n) return “no”;

// the number of the elements composed of A

// is less than B

if (mn) swap(A,B);

for (i = 1; i <= m; i + +){

if (ai /∈ B) return “no”;

}

return “yes”;
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Chapter 4

Platform

Figure 4.1: Platform

We have developed a robot (Figure 4.1) as an experimental platform for robot

learning and performing human hand-action tasks. For that purpose, we designed

the robot to have similar capabilities and body parts as those of humans, including

vision, two arms and upper torso.

The main features of this robot are summarized as follows:

• It is equipped with a 9-eye stereo vision system and other camera systems

for object recognition (vision).

• It has dual 7 DOFs robot arms. The right arm has a hand with 4 fingers

and the left arm has a hand with 3 fingers. Each finger has 3 DOFs and a
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Force/Torque sensor on its tip (arms and hands).

• The omni directional moving base allows the robot move freely on a 2D plane

in order to move the view point and the arms in any position (upper torso).

• CORBA-based [40] software architecture enables the robot to be programmed

easily on multi-machines connected by a network and to be connected from

new exterior devices such as data gloves.

4.1 Vision

Vision systems are the substitutes for the human visual sensation. This robot has 3

different visual components. The first is a 9-eye stereo vision system (described in

detail later) for 3D recognition. The second is a camera (EVI-400, Sony) which has

zooming capability. It is intended for 2D recognition in variable resolutions. These

two vision systems are mounted on the robot head and are driven by Pan/Tilt

mechanisms so that the robot can focus its attention on any points in front of it.

The third component is an omni directional camera which is mounted on top of

the robot body. This camera is used to detect the approach of a human or to

determine an attention point which can then be analyzed by the other 2 cameras.

4.1.1 Nine-eye Stereo Vision System

Figure 4.2: Stereo Vision System
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The purpose of the 9-eye Stereo Vision System is to analyze the environment around

the robot precisely in real time. The system is a product of Komatsu Ltd. [39]

who adopted a multi-baseline approach [38] and has the following features.

• Robust stereo matching

The stereo vision system processes 8 stereo pairs (the center camera and the

exterior cameras) simultaneously and chooses the most reliable stereo pair

on each pixel in the depth data.

• Real-time processing on a hardware chip

The stereo calculation is processed on a hardware chip and can produce the

resulting depth data (280×200 points) in real time (15fps, up to 30fps).

• Easy customization of camera configuration

Users can easily rearrange the camera configuration to match their require-

ments. We extended the baseline and tilted the exterior cameras inward so

that the stereo system can produce high resolution depth images of short dis-

tances, which are suitable for our robot. The measurable range is changeable

and in this study we set up the valid range from 510mm to 1010mm, which

is the closest. Figure 4.2 shows the camera configuration and the produced

intensity and depth image.

4.2 Arms and Hands

As described in the previous chapter, we focus on the learning and performing of

human hand-actions by a robot; the manipulation capability of the robot is essential

in performing the same task as that performed by a human. This robot has dual

7DOFs PA10 robot arms (made by Mitsubishi Heavy Industry Ltd.) which have

enough DOFs to move the robot hand through a wide area of 3D space (position

and orientation). As a substitution for a human hand, a robot hand with fingers

is attached to the tip of the robot arm. The right hand has 4 fingers and the left

hand has 3 fingers. Each finger has 3 joints (3 DOFs) and is equipped with a 6

axes Force/Torque sensor on its tip. These fingers are arranged to face each other
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so as to enhance the grasping and manipulation capability. Figure 4.3 shows the

limits of the working area of the robot arm in the level of the robot shoulder.

Figure 4.3: Arm and Hand Configuration

4.3 Upper Torso

Motion of the upper torso contributes to extending the robot arms and vision

capability in 3D space. When humans perform certain hand-actions, they may

move their heads here and there and try to see the target object from different

angles. At the same time, they can twist or bend their upper torsos to exceed the

limit of the working area of the arms.

To give the robot similar ability, we utilized the holonomic omni-directional vehicle

[42] at the bottom of the robot. With this vehicle, the robot can move and rotate

in any direction at any position on the floor. So the robot can change its point of

view and the task space dynamically according to the task context.
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4.4 CORBA based Software Architecture

4.4.1 Software Architecture

The robot is controlled by distributed software components on different machines

connected by a network. Each of the hardware devices with which the robot is

equipped has its specific control software process (abbreviated to “CS”, Component

Server), and a brain process chooses the necessary CSs and accesses each CS across

a network (LAN) to control the hardware resources in the robot. These hardware

resources include PA10 robot arms, 9-eye stereo vision system, data gloves, etc.

(Table. 4.1). The main reasons for constructing the robot software architecture by

these distributed components are described below:

1. The robot can be shared by several laboratory members (users) at the same

time. For example, one user processes the data from data gloves while an-

other user carries out an experiment using the arms and the stereo vision,

and a third user can perform recognition of the environment using the omni

directional camera. Users must run their own brain programs and access only

the necessary CSs.

2. If a software architecture is constructed in a monolithic form, a serious error

in a part of the program brings about the termination of the entire program.

CSs are independent processes, so, for example, a vital error in an image

processing program (typically executed in the Stereo Vision CS) will not

stop the arm movement in an abnormal state.

Each CS manages a specific hardware device directly (Table 4.1), so it must reside

in the same machines in which the device is installed, while a brain can be on

any machine. Each CS provides a set of APIs in order to be accessed by a brain

process. We implemented these APIs by means of Common Object Request Broker

Architecture (CORBA) technology.
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Table 4.1: Component Servers

Component Control Devices Functions

Server Devices

Audio Speaker Speech synthesis system

IP5000 IP5000 board Image processing

PA10 PA10 manipulators Calculation of inverse kinematics of the arms

and Controller of the PA10 manipulators

Sensor Glove Cyber Glove HMM based gesture recognition

2DTM Zoom camera Image processing by 2D Template Matching

3DTM 9-eye stereo vision Image processing by 3D Template Matching

Viewer Robot motion simulator

Visca Zoom camera Camera controller by Visca(TM) protocol

VxWorks Fingers, neck, Control command generator for devices

moving base which require real-time servo control on VxWorks

4.4.2 CORBA

For a communication middle-ware between brains and CSs, we adapted CORBA

[40] technology, which is a distributed object computing infrastructure being stan-

dardized by the Object Management Group (OMG).

In CORBA, a communication between a client object (brain) and a server object

(CS) is handled by an Object Request Broker (ORB). Using an ORB, a client

can transparently invoke a method on a server object, which can be on the same

machine or across a network. The ORB accepts the call and is responsible for

finding an object that can implement the request, pass it the parameters, invoke its

method, and return the results. The interface of the server object is strictly defined

by Interface Definition Language (IDL) in an architecture-independent manner and

the client does not have to be aware of where the object is located, its programming

language, its operating system, or any other system aspects that are not part of

an object’s interface. In so doing, the ORB provides interoperability between
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applications on different machines in heterogeneous distributed environments.

The robot consists of different operating systems (Linux and Windows NT) on

separate machines and the combination of brains and CSs are varied according to

tasks and number of users. For this reason, we utilize CORBA technology as a

base infrastructure of the robot software and define interfaces (APIs) of CSs by

CORBA. By defining interfaces in IDL, we can easily attach new exterior devices

(such as data gloves) to the robot.

We utilized TAO ORB [41] as an implementation of CORBA. TAO is the result

of research on high-performance and real-time CORBA which is freely available.

TAO supports a wide range of operating systems (including Linux and Windows

NT) on several hardware architectures. The supported programming language is

C++; therefore, the robot software architecture has been developed in C++. The

left side of Figure 4.4 shows our software architecture described in this section. The

right of Figure 4.4 shows the GUI controller of the robot. The robot can either

behave autonomously or be controlled by a human with those GUI controllers.

Figure 4.4: Robot Architecture
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Chapter 5

Execution assembly tasks

The method proposed above enables the robot to recognize human assembly tasks

from observation using robot vision. The goal described in this chapter is that

the robot acquires the ability for performing the same assembly tasks from the

recognition results. The robot executes a proper sub-skill sequence for performing

the tasks.

Many researchers have proposed methods to enable a robot to perform assembly

tasks. If each object configuration is obtained precisely and a robot does not cause

execution errors at all, a robot can perform assembly tasks using ideal trajectory.

But in the real world, various errors preventing the completion of assembly tasks

exist; a robot needs to have the ability for recovering errors. So, methods for

recovering using contact information have been proposed. The methods are roughly

divided into two types, impedance control and force/position hybrid control. In this

paper, we describe the implementation of sub-skills based on a control model such

as the force/position hybrid control. First, we describe the control model. Next,

we describe the implementation of sub-skills.

5.1 Control model

We implemented sub-skills based on the position control mode of the pa10 library.

In this mode, we can control a manipulator by obtaining the desired manipulator

configuration.
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For example, consider the case of moving the box on the table as shown to the

left in Figure 5.1. In this case, we apply position control in a vertical direction

and force control in a horizontal direction. Because the stiffness of the fingers is

low, it can be considered that a hardware spring exists between the box and a

manipulator in a vertical direction. When the value of a force sensor is f and the

current manipulator position p, the next manipulator position p′ is as shown in the

equation (5.1), where s is a proper positive value, k is the coefficient of the spring,

and fd is a desired force value.

p′ = p + s





1

0



+





0 0

0 k









0

f − fd



 (5.1)

Figure 5.1: Control model

In general, a manipulator configuration prt in time t is computed by the equation

(5.2), where pit is an ideal trajectory in time t, K is a proper 6 × 6 matrix, and f

and fd are current and desired force/torque values.

prt+1 = prt + (pit+1 − pit) + K(f − fd) (5.2)

5.2 Decision of position or force control

For the assumption that an object cannot be moved maintaining singular contact

relations, we consider the method to decide to which applying position or force

control in each DOF in non-singular contact relation only.
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For moving freely in the maintaining DOFs and not obtaining counter force, it

is a mistake to apply force control. Rather, position control is applied in the

maintaining DOF.

Because in the detaching or constraining DOFs, position control using ideal tra-

jectories can not be adapted flexibly, force control is applied. The desired force

(torque) is set to zero in the constraining DOF, because friction and positioning

errors do not occur.

On the other hand, because in the detaching DOF, an object can be easily moved

by detaching a contact relation, we need to decide the proper desired force (torque).

In translation, a desired force is set as pushing in the reverse direction against the

detaching direction. (Show in Figure 5.2.)

Figure 5.2: Force control strategy in the detaching DOF in translation

In rotation, a desired torque cannot set easily, because of the existing two types of

detaching DOFs as follows: (shown in Figure 5.3)

• A rotation axis in the detaching DOF is a type 1 axis.

• A rotation axis in the detaching DOF is a type 2 axis.

In the latter, a desired torque around a proper axis is set to the proper positive

value in the same way as in the translation. In the former, a desired torque around

a proper axis is set to zero, because a torque around the axis occurs when detaching

a contact relation. (Shown in Figure 5.4.)

5.3 Translation sub-skill

For applying the control model, ideal trajectories are needed. In the translation

sub-skill, because an object orientation is not changed basically while performing
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Figure 5.3: Two types of detaching DOFs in rotation

Figure 5.4: Torque in detaching a contact relations

the sub-skill, the ideal trajectory is a line. Because of using subtraction of ideal

trajectories only in the control model, we need a line direction only. A line direction

∆T (but |∆T | is 1) satisfies the equation (5.3), where m is the number of contacts

and ni is the face normal if an i-th contact is a vertex-face contact or face-vertex

contact, and is the face normal including two edges if an i-th contact is an edge-edge

contact.

A∆T = 0 A =











tn1

...

tnm











(5.3)

If the rank of the matrix is three, the answer of ∆T is 0 only, so an object cannot
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be translated. If the rank is two, a line direction is computed by the equation (5.4)

where ni and nj are independent of each other.

∆T = ±
ni × nj

|ni × nj|
(5.4)

When the rank is 1 or 0, consider the simultaneous equality as shown in the equation

(5.5), where the number of the contacts happening after performing sub-skill and

n′
i is the face normal of an i-th new occurring contacts after the sub-skill.

A′∆T = 0 A′ =































tn1

...

tnm

tn′
1

...

tn′
l































(5.5)

Now, the vector n′
1, · · ·, and n′

l can be divided into two types as follows:

• independent of the vector n1, · · ·, and nm (referred as to type 1)

• not independent (referred as to type2)

The type 1 vectors are useful for deciding the ideal line direction.

• if rank A = 0 and rank A′ = 1, ∆T = ±n′
1.

• if rank A = 1 and rank A′ = 2, ∆T = ± n′−(n1·n′)n1

|n′−(n1·n′)n1|
, where n′ is a type 1

vector.

If the rank A′− the rank A is more than one, another transition detection by

searching near contact relations mentioned later, or visual feedback is applied.

5.4 Rotation sub-skill

Because motion removing translation is rotation, it is very difficult to treat all

rotations. But in assembly tasks performed by humans, rotation is often a limited

planar (two DOFs in translation and one DOF in rotation) rotation in which the

axis direction is fixed. First, we describe the planar rotation. Next we propose the

method for mapping rotation motion performed by humans to planar rotation.
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5.4.1 Planar rotation

In the plane, contact relations can be represented as the combination of vertex-edge

and edge-vertex contacts. An object cannot rotate maintaining contact relations

in which more than two contact elements includes[27]. So, we consider two cases

as follows:

• single contact

• two contacts.

Single contact

In the single contact case as shown in Figure 5.5, an object can rotate around a

fixed axis on a contact point. In that case, subtraction of the ideal trajectory is

decided by a contact point only.

Figure 5.5: Rotation sub-skill: single contact case

Two contacts

In the two contact case as shown in Figure 5.6, an object configuration (x, y, θ)

satisfies the equation (5.6) and (5.7), where n is the right angle vector toward the

edge, v is a position of vertex, and e is a position of a point on the edge.

vertex-edge contact : n · (Rv + T − e) = 0 (5.6)

edge-vertex contact : Rn · (v − Re − T ) = 0 (5.7)

but, R =





cos θ − sin θ

sin θ cos θ



 , T =





x

y




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Because if the value of θ is given, the value of x and y is obtained by solving first

order simultaneous equalities, subtraction of ideal trajectories can be obtained.

Figure 5.6: Rotation sub-skill: two contact case

5.4.2 Mapping a human performance to planar rotation

As mentioned above, we concentrate on treating only rotation around the axis

whose direction is fixed. First, we decide on an axis direction using the screw

theory. Using the method for computing rotation DOFs, we obtain the condition

about an axis direction as shown in the equation (5.8), where n is a positive value.

But in this case, because we consider the maintaining rotation only, all inequalities

are converted to equalities1

A











t1

t2

t3











A =











a11 a12 a13

...

an1 an2 an3











(5.8)

The answer to these simultaneous equalities can be found by the same way in

translation.

Next, because of obtaining an ideal trajectory, the object configuration when main-

taining all contacts is formulated using the equation (5.9), (5.10), and (5.11).

(Shown in the section 3.4.1)

vertex-face contact : n · (Rv + T − f) = 0 (5.9)

1In the same contact relation, the obtained equations are different. But the answer includes a

direction of a desired rotation axis.
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face-vertex contact : Rn · (v − Rf − T ) = 0 (5.10)

edge-edge contact : (Re1 × e2) · (p2 − Rp1 − T ) (5.11)

R =











u2 + (1 − u2) cos θ uv(1 − cos θ) − w sin θ uw(1 − cos θ) + v sin θ

uv(1 − cos θ) + w sin θ v2 + (1 − v2) cos θ vw(1 − cos θ) − u sin θ

uw(1 − cos θ) − v sin θ vw(1 − cos θ) + u sin θ w2 + (1 − w2) cos θ











T =











x

y

z











, where the vector (u, v, w) represents the direction of rotation axis.

If the value of θ, u, v, w is given, the value of x, y, and z is obtained by solving

obtained simultaneous equations as shown in the equation (5.12), where n is the

number of obtained equation.

AT =











b1

...

bn











(5.12)

If the simultaneous equations (5.12) cannot be solved, it is impossible that a rota-

tion motion around the axis whose is fixed, and ideal trajectories are solved by the

randomized algorithm [16].

If the rank of the matrix A is 3, the answer representing an object configuration on

ideal trajectories is only one. If the rank of the matrix A is 2, we assume that ai, aj

are row elements of the matrix A and ai is independent of aj. If ai×aj = (u, v, w),

the answer obtained by solving the simultaneous equations added to the equation

(5.13), that is only one, considers an object configuration on ideal trajectories,

where c is the current object position, along the rotation axis. If ai×aj 6= (u, v, w),

an object can be rotated around a fixed axis. (Shown in Figure 5.7)

(ai × aj) · (T − c) = 0 (5.13)

If the rank of the matrix A is 1, an object can rotate around a fixed axis. The

axis is probably obtained from the axis direction and the contact point, because

humans perform planar rotation motions. The answer obtained by solving the

simultaneous equations added to the equation (5.14) and (5.15), where c1, c2 are
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Figure 5.7: Ideal trajectories

the vectors satisfying that c1 · a = 0, c2 · a = 0, c1 · c2 = 0, supposing a is a row

element of the matrix.

c1 · (T − c) = 0 (5.14)

c2 · (T − c) = 0 (5.15)

5.5 Make-contact sub-skill

A make-contact sub-skill is ended when an object cannot translate (rotate) in the

aimed direction. In short, when the counter force (torque) is more than a proper

threshold value, a make-contact sub-skill is ended.

5.6 Slide sub-skill

A slide sub-skill is ended when some singular contact occurs. Because a vertex-

face, face-vertex, or edge-edge contact is changed to convex vertex-convex edge or

two convex-vertices contacts, at the end of the sub-skill, the vertical drag generates

the face or the face including two edges gets smaller. So, when a proper selected

vertical drag is less than a proper threshold value, a slide sub-skill is ended.
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5.7 For more robust sub-skills

The proposed control model enables the robot to perform assembly tasks robustly.

But lack of efficiency, for example friction, sometimes prevents the completion of

assembly tasks. The ability for detecting errors aids in completion First, we discuss

the cause of the failure. Next we propose the method to detect errors.

5.7.1 Cause of failure

The main execution error is not maintaining an aimed contact relation. In short, it

happens that an object moves in the direction of detaching DOFs. Conversely, we

can detect unexpected contact transitions happening because of execution errors,

or by moving an object virtually in the direction of detaching DOFs.

For example, consider the planar two contact case as shown in Figure 5.8. The

left contact relation in Figure 5.8 is an original. The possible motion of this con-

tact relation is represented as two inequalities, f1 ≥ 0 and f2 ≥ 0, in the screw

representation. The solution region satisfies simultaneous equations; f1 = 0 and

f2 = 0, represents a situation in which an object maintains an original contact

relation. But the solution region satisfies simultaneous equations, f10 and f2 = 0,

and represents the situation where an object maintains the contact corresponding

to the equation f1 and detaches the contact corresponding to the equation f2. The

solution region satisfies simultaneous equations, f1 = 0 and f20, and represents

the situation where an object maintains the contact corresponding to the equation

f2, and detaches the contact corresponding to the equation f1. Because the above

two solution regions are not vacuous, we can detect two new contact relations.

Conversely, by deciding whether the solution region is vacant, we can detect the

cause of failure before execution.

The algorithm is as follows:

1. represent an original contact relation using the screw theory.

2. apply the motion DOF analyzer for obtaining detaching DOFs to that contact

relation. As a result, we obtain the simultaneous inequalities (5.16), where
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Figure 5.8: Contact relations happening because of execution error

bi, ci is a 1 × 6 matrix.







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bn


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c1

...

cm





















t1
...

t6











≥











0
...

0











(5.16)

3. decide that the possible solution region of the simultaneous inequality (5.17)

for all H, where H is a subset of {1, 2, · · · ,m}, l is the number of elements

including H, H ′ is a set satisfying H
⋃

H ′ = {1, 2, · · · ,m},H
⋂

H ′ = ∅, hi, h
′
i

are i-th element values.






























b1

...

bn

ch1

...

chl









































t1
...

t6











=











0
...

0










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









ch′

1

...

ch′

l−m





















t1
...

t6











≥











0
...

0











(5.17)

Given the simultaneous inequalities (5.16), the solution region is vacuous, if ∃i, (1 ≥

i ≥ l − m), ch′

i
is not independent of b1, · · · , bn, ch1

, · · · , chm
.

5.7.2 Detecting errors and class 2 sub-skills

Basically, a robot can detect errors by means of a Force/Torque sensor. In short,

if the value of force (torque) in the direction applying the force control is less than

a proper threshold, a robot detects errors. But in the slide sub-skill, a robot does

not decide that the force value gets less than proper threshold means the end of

sub-skill or errors. (shown in Figure 5.9.)

Figure 5.9: The end of sub-skill or error?

This situation corresponds to a class 2 sub-skill. A first solution is using visual

feedback. A second solution is to try to perform the next sub-skill. Because the

end of a slide sub-skill is the start of a next sub-skill, if the robot cannot continue

the next class 1 sub-skill, the robot decide that a previous slide sub-skill is not

finished.
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Chapter 6

Experiments

We apply this system to the peg-in-hole assembly task. First, we perform the

assembly task in front of a nine eye stereo system. The system obtains 2D and 3D

data as shown in Figure 6.1.

Figure 6.1: The peg in hole assembly task

Applying the image processing, the robot obtains the trajectories of the peg and

the configuration of the hole before removing the vision error as shown in Figure

6.2. After removal, the robot obtains correct trajectories as shown in Figure 6.3

The robot applies the task analyzer to the transitions of contact relations obtained

by the trajectories and 3D CAD models of the peg and the hole. As a result, the

robot recognizes the assembly tasks as shown in Figure 6.4

Using the result, the robot plans a proper sequence of sub-skills as shown in Figure

6.5

Finally, following the plan, the robot executes as shown in Figure 6.6.
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Figure 6.2: The trajectories of the peg including some errors
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Figure 6.3: The correct trajectories of the peg

Figure 6.4: Result of the assembly task recognition
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Figure 6.5: Task plan
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Figure 6.6: Task execution
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Chapter 7

Conclusions and future work

7.1 Conclusions

We proposed a system for recognizing and executing assembly tasks from observa-

tion automatically.

First, we proposed the observation system. Though other observation systems can

obtain the trajectories of objects, our system can remove the observation errors,

using local contact relations and possible transitions between them. As a result,

the robot can acquire better eyes.

Next, we proposed the recognition system. Though other recognition systems

output only ideal transitions or transitions of contact relations, our system analyzes

assembly tasks using a notion of motion DOFs. Our system has the true ability to

recognize general assembly tasks.

Finally, we proposed the execution system. Though in other researches, making

the program for execution needs an excellent human programmer, in our system,

the implementation of sub-skills is required. Once sub-skills are implemented, the

execution system can make the program perform assembly tasks automatically.

Furthermore, the proposed integrated system from observation to execution through

recognition has yielded impressive results. In the assembly task field, the robot has

abilities nearly equivalent to those of humans, we believe.
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7.2 Future work

In the execution module, our system has several problems. First, we have not yet

implemented torque and visual feedback. Next, we have not yet established the

method to recover when a not-planning contact relation happens while execution.

In this experiment, we selected the transitions happening that merely1. We would

like to improve the sub-skill implementation.

In this paper, we refer to a necessary assembly operation as sub-skill, because an

assembly skill, for example, a whole peg-in-hole operation, can be composed of a

combination of sub-skills. So, we would like to make the robot perform assembly

tasks composed of more steps by using skill sub-skill cooperation.

In this paper, we assumed several limitations as follows:

• An object is rigid and polyhedral.

• Only one grasping object is permitted to move.

By relaxation of these limits, we would like to make the robot to acquire various

human actions.

1You may wonder why we make the robot perform the unnatural peg-in-hole operation. But for

blind people, the peg-in-hole operation is natural. Blind people select certain operations without

using visual feedback; it is interesting that the robot with poorer vision than people performs the

peg-in-hole operation more successfully
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